Proofs, Exercises and Literature - Optimization

1 Proofs

1.1 Example: the Minimum of the Rosenbrock Function
In this example we apply FONC and SONC to find the minimizers of the Rosenbrock function

f(x) =100(zy — 22)* + (1 — 21)?

In order to apply FONC, we need to compute the gradient. We do so by computing the partial derivatives.
The partial derivatives are computed by the same rules as you know it from computing the derivative of a
one-dimensional function.
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%f(x) = 200(z2 — :v%)

(x) = 400z (23 — z2) + 2(z1 — 1)

FONC says that every minimizer has to be a stationary point. Stationary points are the vectors at which
the gradient of f is zero. We compute the set of stationary points by setting the gradient to zero and solving
for x.
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According to FONC we have a stationary point at x = (1,1). Now we check with SONC if the stationary
point is indeed a minimizer (it could also be a maximizer or a saddle point). SONC says that every
stationary point whose Hessian is positive semi-definite is a minimizer. Hence, we require the Hessian, the
second derivative of the Rosenbrock function. To that end, we compute the partial derivatives of the partial
derivatives:
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The Hessian is given by
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We insert our stationary point xo = (1,1) into the Hessian and get
4.01 -2
V2 f(x0) = 200 ( _02 ) )

Now we check if the Hessian at the stationary point is positive definite. Let x € R?, then

x V2 f(xo)x = (21 w2) <4L021 _12> (2)

oo (1 2)

= 4.01x% — 2x12x9 — 22122 + a:%
= 4.01z] — 4229 + 23

= (221 — 22)? +0.0127 > 0

The last inequality follows because the sum of quadratic terms can not be negative. We conclude that the
Hessian at our stationary point is positive semi-definite. As a result, FONC and SONC yield that x = (1, 1)
is the only possible local minimizer of f.

2 Exercises

2.1 Convex Functions

1. Show that nonnegative weighted sums of conver functions are convex. That is, show for all Ay, ..., A\ >0
and convex functions f1,..., fx : X — R, that the function

fx)=Afi(x) + .o+ A fr(x)

is convex.

Solution: Let
Fx) = fi(x) +... + A fr(x)

for A1,...,Ax > 0and f1,..., fr : X = R convex functions. Let a € [0,1] and x,y € X. Then we
have to show according to the definition of convex functions that

flax+ (1 - a)y) < af(x)+ (1 -a)f(y).
According to the definition of f, we have
flax+ (1 —a)y) =M filax+ (1 —a)y)+ ...+ M fr(ax+ (1 — a)y)
Since f; is convex for 1 < i < k, for the functions f; holds that
filax+ (1 —a)y) < afi(x) + (1 — o) fi(y).

Now we multiply the inequality above with the nonnegative value A;. Note that here it becomes
obvious why the coefficients have to be nonnegative. Multiplying an inequality with a negative
value changes the direction of the inequality, that is a < becomes a > and vice versa. However, here
we have only nonnegative values \; and thus, multiplying with the coefficient keeps the inequality
intact:

Aifilax + (1 — a)y) < Mi(afi(x) + (1 —a)fi(y))
= aifi(x) + (1 = a)Ai fi(y). (1)
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We can now put these inequalities together to derive the convexity of the function f:

flax+ (1 —-a)y) = Mfilax+ (1 —)y)+ ...+ M fr(ax+ (1 — @)y)

k
= Nifilox+ (1-a)y)

=1

k
< Za&fi(x) + (1 =a)Aifi(y) apply Eq. (1)
% 1k .
=a) Nfi(x)+(1—a)d Nfily)
=1 =1
=af(x)+ (1 —a)f(y). apply definition of f

This concludes what we wanted to show.

2. If g : R — RF g(x) = Ax + b is an affine map, and f : R¥ — R is a conver function, then the
composition

flg(x)) = f(Ax +Db)

is a convex function.

Solution: Let g : R? — R* g(x) = Ax + b be an affine map, and let f : R¥ — R be a convex
function. Then we have to show according to the definition of convex functions that

flglax+ (1 —a)y)) < af(g(x)) + (1 —a)f(g(y))
& f(Alex+ (1 - a)y) +b) < af(Ax +b) + (1 - a)f(Ay +b),

where the last inequality derives from the definition of g. The function g is a linear function. Linear
functions satisfy for any scalar a and vectors x and y the criterion

glax +y) = ag(x) +g(y).

The linearity of g follows from the linearity of the matrix multiplication:

Alax+(1—a)y)+b=adx+ (1 — o)Ay +Db (linearity)
=aAx+ (1 -a)Ay+ (e +1-a)b
=aAx+ (1 —a)Ay+ab+(1—a)b
=a(Ax+Db)+ (1 —a)(Ay +b)

As a result, we get with respect to g that:
glax+ (1 —a)y) =Alax+ (1 —a)y) +b
=a(Ax+b)+ (1 -a)(Ay +b)
=ag(x) + (1 —a)g(y).

If we apply now the function f to the equality above and use the convexity of f, then we can
conclude what we wanted to show:

flglax+ (1 —a)y)) = f(ag(x) + (1 —a)g(y))
<af(gx)+ 1 -a)f(9(y))-
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2.2 Numerical Optimization

1. Compute three gradient descent steps for the following optimization problem:
min(z —2)%+1st. z €R

Try the following combinations of initalizations and step sizes:

1. xg =4, step size n =
2. xo =4, step size n =

NS N

3. xg = 3, step size n =

Mark the iterates z1, 2 and x3 in a plot of the objective function. What do you observe regarding the
convergence of gradient descent methods? Does gradient descent always ”descent” from an iterate?

1. g = 4, step size n = i

1
1 =x0 — nf'(70) :4—14:3
1
ro =1x1 —nf'(x1) =3 - 12 =25
1
3 =2 — nf'(x2) = 2.5 — 1= 2.25

2. g =4, step size n =1

Ti41 = Tt — nf/(xt)-

We conduct now two gradient descent steps for the stated scenarios:

The iterates are slowly converging to the minimum z*

Solution: In order to conduct gradient descent, we need the derivative:
fl@)=(z—2)*+1
fl@)=2(z-2)

The gradient descent update rules are defined as

0o

s

[e8
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The iterates are oscilliating between the values 0 and 4. Hence, the iterates will never converge when
using a step-size of n = 1. The step-size is too large.

3. x9 = 3, step size n = %

éEl:360*77f(990)*3*§ *%
)=

U‘Hk

1
$2:$1—77f/($1):§_1( 3

5
x3 = x9 —nf'(23) = 4.25 — 14.5 = —-1.375

2 I 2 4 %
The iterates are oscilliating and the function values are diverging (going to infinity). Every gradient
step is actually increasing the objective function since the step size is far too large.

2.3 Computing the Gradients
1. What is the Jacobian of the squared Euclidean norm f(x) = ||x/|??

Solution: Given a vector x € R?, then the squared Euclidean norm is defined as:

I[|* = Zfﬂ

We compute the partial derivative with respect to zy, treating the terms x; as constants for i # k:

d
0 0
S g 325 = gt =
Hence, the Jacobian is given by

aﬁnx”? (221 ... 2mq) =2x'.

Correspondingly, we can denote the gradient now as the transposed of the Jacobian:

VHXH2 =2x

2. What is the Jacobian of the function f: R — R™, f(x) = b — ax for vectors a,b € R™ and = € R?
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Solution: We write the function f as a vector of one-dimensional functions:

fl(l‘) bl —alxr
f(x)=b—azx= : = :

fn(x) by — anx
The derivative of the one-dimensional functions f; is given by

0 0
%fz(x) = %(bl — aia:) = —a;.

Hence, the Jacobian of f is equal to the vector

0

3. What is the Jacobian of the function f: R? — R”, f(x) = b — Ax, (A is an (n x d) matrix)?

Solution: There are multiple ways to derive the Jacobian of this function. I believe the shortest,
but not necessarily most obvious way is to use here the result from the exercise above and to employ
the matrix product definition given by the outer-product in the column-times-row scheme:

Ax = Aqx1 +...+ Agzxg.

Now we can apply the linearity of the partial derivative of f:

0 0 0 0 0
0 0
=—-——A1—...— —A —..— —A
8£Ck 1 al'k Rk 8xk dtd
0
= _A-kv

where we applied for the partial derivatives the rule which we derived in the previous exercise for
the Jacobian of a function from a scalar to a vector.

Now the question is how we have to arrange the partial derivatives to form the Jacobian. We can
either look up in the slides how that goes, or we remember from the lecture that the dimensionality
of the Jacobian is swapping the dimensionality from the input- and output space. Our function f
maps from the d-dimensional space to the n-dimensional space. Hence, the dimensionality of the
Jacobian is (n x d), the same like our matrix A. Thus, the n-dimensional partial derivatives have
to be concatenated horizontally:

0

S0 = (A1 .. Ay =-A

4. What is the gradient of the function f: R? — R, f(x) = ||b — Ax||??
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Solution: Here, we can apply now the chainrule to the inner function g(x) = b — Ax and the outer
function h(y) = ||y||?>. From the exercises before, we know the gradients of both functions:

Vagl) = (b %)) LT =aT

a T
Y, h(y) = (ay||>’|2) .

In the chain rule, the inner and outer gradients are multiplied. You can either look up the definition
or deduce how the gradients have to be multiplied from the dimensionalities. The gradient of a
function to the real values has the same dimensionality like the input space. Hence, we have a look
how we can multiply the inner and outer gradients such that we get a d-dimensional vector. This
is only the case if we multiply the gradient of the inner function with the gradient of the outer
function. Therewith, we get:

Vxh(g(x)) ng(X) : vg(x)h(g(x))
_AT(2(b — Ax))

= 24" (b — Ax).

5. What is the gradient of the function f : R™" - R, f(X) = ||D — Y X ||?, where D € R**4 Y € R"*"?

Solution: Let’s have first a look at the dimensionality of the resulting gradient. Since the function
f is mapping to the real values, the dimensionality of the gradient is the same as the one of the
input space: (n x r). Since we do not know any gradients subject to matrices yet, we divide the
problem and compute the gradient row-wise. Every row of X is mapped to the corresponding row
of the gradient:

vXLf(X) -
Vxf(X)= : . (2)

- de-f<X) -
The gradient with regard to row Xj. of the function f is equal to
ka_f(x) =Vx,. HD — YXTH2

d

=Vx, ) IDi - YX[|? (3)
i=1

= Vx, | D = VX[, (4)

where Eq. (4) derives from the linearity of the gradient. Eq. (3) follows from the fact that the squared
Frobenius norm (matrix Le-norm) is the sum of the squared Euclidean norms over all column- or
row-vectors of a matrix. That is for any matrix A € R"*? we have

d n d n
AP =A% =D 1A =D ll4;
i=1 j=1 i=1 j=1

We can denote the gradient of the term in Eq. (4), as we have derived it in the previous exercise.
We only have to keep in mind that we derived the gradient in the previous exercise subject to a
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column-vector and here we have the gradient with regard to the row vector Xj.. Hence, we have to
transpose the result from the previous exercise to get the gradient for our row-vector:

Vx, Dy =YX |P=(=2Y " (D) —YX ) = 2Dy —YX])'Y.
We insert this result now in Eq. (2) and obtain the final result:

- lef(X) -
Vx f(X)= :

- de.f(X) -
—2(D.q — YXlT,)TY

—2D4—-YX])TY
(D, —-YXD)T
=2 : Y
(D.g—YX])T
=2D-YX")'Y.

3 Recommended Literature

As always, the best exercise is to go through the lecture and see if you can follow the steps with pen and
paper and to make the exercises. If you want a more general and extensive overview, the following material
is recommended.

Linear Algebra and Optimization for Machine Learning by Charu C. Aggarwal

Sections 4.1-4.3 build up nicely the aspects of optimization from the one-dimensional case (univariate opti-
mizattion) to higher dimensions (multivariate optimization). Section 4.6 gives an overview over computing
gradients subject to vectors and matrices.
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